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Abstract

Terror attacks are a subject of growing concern in many places around the world. Given the increasing intensity of terrorism, behavioral changes may become visible. Using microeconomic panel data of the elderly population from 13 European countries and Israel, this study analyzes the effect of terrorism risk perception on the savings behavior of households. The savings variable consists of real assets and net financial assets including the sum of life insurance holdings. We differentiate between two risk variables – number of terrorist attacks and number of fatalities – to address the potentially different reactions in the aftermath of terrorism. While number of attacks measures the uncertainty in the environment, number of fatalities refers to a personal insecurity due to fear of death. We find that the effect of number of terrorist attacks on savings is negative. However, savings is positively influenced by number of fatalities due to terrorist attacks. Both effects are statistically significant and economically meaningful. A possible explanation for this pattern could be that individuals change their risk perception as soon as people die in a terrorist attack. Our analysis contributes to the literature by focusing on a vital part of the overall economic influence of terrorism on the economy.
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1 Introduction

The economic consequences of terrorism have received considerable attention in the literature over recent years, especially since the attacks of September 11, 2001 (henceforth 9/11). The events of 9/11 destroyed the Americans’ sense of security and led to a higher perceived terror risk in the United States (U.S.) (Huddy et al., 2002b). Terrorist incidents constitute significant shocks for a country’s economy that are beyond control of economic agents. They can have severe consequences both at the macro and the micro level. As terror attacks are becoming more frequent in many places around the world, behavioral changes may be observed. Although the probability of being harmed by terrorism is negligible, the fear created by
terrorist attacks has large effects on individuals’ behavior (Becker and Rubinstein, 2011). “Given the intensity of worry concerning terrorism, it is reasonable to assume that behavioral manifestations may occur when consumers perceive terror threats” (Herzenstein et al., 2015, p. 228).

Much attention has been focused on evaluating the causal effect of terror on economic and political outcomes. Economic consequences of terrorism can be both direct, in terms of lost lives and damaged property, and indirect, in terms of economic costs and overall consequences for society (Frey et al., 2007). Macroeconomic studies provide empirical evidence for large effects of terrorist attacks on the economy (e.g., Fielding, 2003a; 2003b; Eldor and Melnick, 2004; Abadie and Gardeazabal, 2008). Changes in economic indicators, such as stock prices and aggregate savings, and the awareness of human cost associated with terrorism are expected to be motivated by the perceived risks related to possible future terrorist events (Blomberg et al., 2004).

Terrorism creates fear, anger and sadness (Lerner et al., 2003). These emotions drive behavior, such that traditional models of decision making under risk, like expected utility theory, are no longer sufficient to explain responses to terrorism (Loewenstein et al., 2001). Behavioral explanations, including bounded rationality, consider disproportionate responses to terrorism (Becker and Rubinstein, 2011). People tend to overvalue terror-related risks meaning that the subjective probability of terrorism exceeds objective probabilities. In this way, the distortive effects of fear on human behavior can help explaining people’s irrational responses to terrorism (Kahneman and Tversky, 1973; 1979; Tversky and Kahneman, 1974). Probability neglect is highly likely in the aftermath of terrorism, especially when strong emotions are involved (Sunstein, 2003; Loewenstein et al., 2001). Availability heuristics and a disproportionate fear of unfamiliar risks further explain behavioral patterns after the occurrence of terrorist events (Sunstein, 2003).

Our research aims at better understanding the macroeconomic effects of terrorism on the economy through empirical evaluation of its influence on a vital part of it. As savings constitute an important part of the economy, it is crucial to understand how the effect of terrorism on households’ savings behavior manifests. Terrorist attacks increase the agents’ insecurity leading to adjustments in consumption and private investment (Eckstein and Tsiddon, 2004). People change their savings patterns to avoid exposure to risk situations (Schneider et al., 2010). While microeconomic studies mostly investigate economic sectors, such as tourism (Enders and Sandler, 1991; Enders et al., 1992; Fleischer and Buccola, 2002; Ito and Lee, 2005; Sloboda, 2003; Eckstein and Tsiddon, 2004) and gastronomy (Yechiam et
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1 See Frey et al. (2007) for an extensive review.
2 Probability neglect is the tendency to focus on the badness of the outcome rather than on its likelihood (Sunstein, 2003).
al., 2005), households’ savings reactions to terrorism have largely been ignored in previous research. Yet, there is no reason why the microeconomic roots of macroeconomic consequences should be limited to specific sectors. Terrorist incidents can alter behavior on a more fundamental level. Studying household savings could lead to a first indicator of this.

This article analyzes the role of terrorism in household savings behavior using data from the Survey of Health, Ageing and Retirement in Europe (SHARE) and the Global Terrorism Database (GTD) for 14 countries. While other studies focus on the overall effect of terrorism on aggregate savings, we use panel data to analyze the channels through which terrorism alters savings. Previous research on the effects of terrorism on savings emphasizes either personal or collective threat. To our knowledge we are the first to differentiate between both types of threat. Terrorism represents a threat on the personal and collective level (Asbrock and Fritsche, 2013). While the personal level refers to the likelihood of personally becoming a victim of a terrorist event without the country being affected, the collective level concerns the occurrence of a terrorist event in the country without direct personal involvement (Asbrock and Fritsche, 2013). Terrorist threat constitutes a suitable vehicle for investigating decision making under risk as it triggers a higher degree of fear and risk perception than most other risks do. A closer look at personal and collective elements in terrorist threat can shed light on the particular contributions of both kinds of threat to savings reactions.

Prior studies on the savings effects of terrorism are rare. Moreover, they merely focus on aggregate and time series data as well as on countries that are frequently confronted with terrorist attacks. Research on the effect of terrorism on economic variables is mostly limited to areas with ongoing terror, such as the Basque country and Israel. Using quarterly data for Israel, Fielding (2003a) and Eckstein and Tsiddon (2004) identify a negative effect of terrorism on aggregate savings. According to a Postbank survey in 2016, however, Germans tend to increase their savings in spite of the low-interest environment (Frankfurter Allgemeine Zeitung, 2016). This finding can be in part explained by the more consciously perceived fear of terrorism and insecurity in Germany (Frankfurter Allgemeine Zeitung, 2016). Contrary results for Israel and Germany may result from different levels of anxiety as people in Israel are more frequently confronted with terrorism. Israeli households may be used to terrorist threat and therefore cope with it in a different manner. While macroeconomic data improves understanding of economic implications of terrorism, it does not shed light on the effect of the fear of terrorism on choices at the household level. However, households’ economic choices under the shadow of terrorism can have important implications for aggregate economic outcomes and thus improve our understanding of the economic effects. In this way, this study can be seen as a complement to macroeconomic research.

Our analysis may have implications for public policy. The savings rate is of central importance to both fiscal and monetary policy. If there is an indirect effect of terrorism on the savings
behavior of households, government policymakers should know and understand this. A comprehensive analysis of the savings effects of terrorism could provide guidance for governments to adjust defense spending accordingly in order to increase security in the aftermath of terrorist incidents. When the costs imposed on people are known, the government can make better decisions on how many resources should be allocated to cope with terrorism (Frey et al., 2009). This could offset the effect of terrorism on savings at least to some extent (Eckstein and Tsiddon, 2004). Furthermore, the government should work on reducing – unjustified – public fear if the benefits of the response outweigh the identified costs (Sunstein, 2003). This study helps to better understand savings decisions of an ageing society in which terrorism is part of life. As the elderly population controls a large share of society’s resources, its economic choices can significantly influence the relevant markets (Christelis and Georgarakos, 2009).

We proceed as follows. The next section presents related literature. Section 3 introduces our hypotheses and Section 4 describes our data. Section 5 presents the methodology and regression results. The last section discusses the results, outlines the next steps of the analysis and concludes.

2 Related Literature

The indirect consequences of terrorism on economic variables have received considerable attention in the literature over the past few years. Savings behavior is an important part of the economy and has been extensively studied theoretically and empirically. In the theoretical literature, the effect of terrorism on savings is found to be ambiguous.

A terrorist act in one’s vicinity can increase the subjectively felt insecurity even if there is little change objectively (Sunstein, 2003). Such an increase in insecurity may lead to precautionary savings (Kimball, 1990), which would speak for increased savings after terrorist attacks. Keynes (1936) lists the precautionary saving motive (i.e., building up a reserve against unforeseen contingencies) as one of eight motives for household saving. Kimball (1990) gave the analytical explanation for uncertainty about future income resulting in a decrease in current consumption and an increase in current saving. If consumers are prudent (i.e., the third derivative of the utility function is positive), they have a precautionary demand for saving (Kimball, 1990). A recent paper by Younas (2015) supports the precautionary saving motive due to terrorism empirically by focusing on 123 developing countries from 1976 to 2008 and interacting the savings rate with domestic and international terrorist incidents. He finds that both types of terrorism have an effect on investment directly and through their interaction with savings. The direct effect is strongly negative showing that terrorism discourages investment.
The interaction between terrorism and savings is positive and modest in size\(^3\), which points to a slight increase in the savings rate in the aftermath of terrorism.\(^4\) The author explains the latter finding as being the result of an increase in the precautionary saving motive (Younas, 2015). However, this could also be the result of a decline in consumption after terrorist attacks take place.

The frequent danger of terrorism influences individuals’ behavior, such that they avoid or reduce leisure activities that increase the possibility to become a victim of a terrorist attack (e.g., Herzenstein et al., 2015; Enders et al., 1992; Enders and Sandler, 1991). For instance, an individual may cancel a trip to a terror-prone country if a terrorist attack took place in this area. Similarly, he or she might change the travel destination and prefer countries that are less terror-prone.\(^5\) The former situation may arise from a generalization effect, meaning that a terror incident in one country causes losses of tourists in its neighbor countries. This negative externality results in a situation in which some European countries face losses in tourist revenues using time series data in the 1980s (Enders et al., 1992). Herzenstein et al. (2015) show that people avoid situations in which they might become terror attack victims by conducting two experiments in Israel and one experiment in the USA. Participants in the United States were, for instance, asked to read a one-page article about Israel, which described the situation of frequent terror attacks from 2001 to 2004, the history of terrorism and statistics about terrorist incidents in Israel. Two types of articles were presented differing in the presented controllability Israelis had. Then participants named the frequency in which they engage in several leisure activities on a scale from 1 (never) to 5 (always). The authors’ results imply that concerns with frequent danger may lead to avoidant behavior and a desire for control (Herzenstein et al., 2015). One potential explanation for these findings could be that people concentrate on the badness of an outcome rather than on the likelihood that it will occur (Sunstein, 2003). The expected adverse responses to terrorism make terrorism in tourist areas attractive for terrorists to cause harm to the respective economy. In the aftermath of the 2005 terror attacks on the transportation system in London, for example, there was a 30 % decline in metro passengers at weekends, while especially visitors and weekend shoppers changed their behavior because they wanted to avoid unnecessary risks (BBC News, 2005). Recently, tourists have become a frequent target of terrorism due to tighter security measures for government and military facilities (Im et al., 1987; Frey et al., 2007). As a result, avoidant
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\(^3\) Note that savings positively influences investment in Younas (2015).

\(^4\) However, as openness increases in a country, this effect is offset lowering the propensity to use domestic savings for investment. In an open economy, capital is mobile and domestic savings can flow to the country where it earns the highest marginal return. Similarly, domestic investment does not need to be financed by domestic savings as investors can borrow from international markets. This implies that the correlation between domestic savings and domestic investment should be low. See Feldstein and Horioka (1980) and Younas (2015) for details.

\(^5\) Destinations can be easily substituted and potential host countries are substantially negatively affected by terrorism (Frey et al., 2007).
behavior may lead to a decrease in consumption level, which implies a higher savings rate. However, the savings rate only increases if the demand for products and services that facilitate avoidance, such as food delivery services and streaming services, does not prevail (Herzenstein et al., 2015).

In the aftermath of terrorist attacks, government spending on defense provides security, which can boost private savings (Gupta et al., 2004). Counter-terrorism activities by governments signal commitment and safety to investors (Mancuso et al., 2010), which might offset the negative savings effect of terrorism due to a perceived riskiness of savings. This positive savings effect of terrorism is likely to be nonlinear, such that defense spending increases savings up to a certain point, but diminishes savings after this threshold is passed (Gupta et al., 2004). Real resources from private sector are necessary to produce security (Eckstein and Tsiddon, 2004). Governmental expenditures increase taxes leading to a lower net income of households and a lower level of consumption.

In contrast, terrorism may lead to a decline in savings. Terror increases uncertainty about life and decreases subjective survival probability leading to a decrease in optimal savings (Eckstein and Tsiddon, 2004). As terror increases, life is expected to be shorter and the value of the future relative to the present lowers, which reduces an individual’s incentive to save. Eckstein and Tsiddon (2004) use the vector autoregression methodology with quarterly data for the Israeli economy from 1950 to 2003 to investigate the effect of terrorism on consumption empirically. The authors find that ongoing terror decreases annual consumption per capita by about 5 % in the long run and a decline in current savings. As a reaction to a risen insecurity, governments increase defense expenditures to offset this negative effect (Eckstein and Tsiddon, 2004).6

An increase in violence or in political instability due to terrorism increases the perceived risks related to savings (Fielding, 2003a). People, therefore, reduce their level of savings in the aftermath of terrorist events. Fielding (2003a) investigates the impact of political instability on aggregate consumption and aggregate savings by using quarterly data for Israel from 1989 to 1999. He finds that a decline in the number of fatalities by its average level leads to a decrease in consumption by more than 7 %. In contrast, the “savings ratio in Israel would almost double as a result of a complete cessation of violence” (Fielding, 2003a, p. 309). Thus, Israelis are less prone to save as perceived probability of terrorism increases.

Another explanation for a negative effect of terrorism on savings in the literature is the terror management theory. The fear of becoming a victim of a terrorist attack reminds an individual

6 Governments are seen as the main provider of security (Eckstein and Tsiddon, 2004). Thus, they should spend real resources to increase security. The amount of defense spending depends on a comparison between the social costs of resources and the benefits of providing a safer and longer life to its people (Eckstein and Tsiddon, 2004).
of one’s own death leading to an increase in materialistic spending as a way to enhance self-esteem (e.g., Greenberg et al., 1986; Burke et al., 2010). The increase in materialistic spending functions as coping strategy facing existential fears (Arndt et al., 2004). The act of buying itself shows the consumer that he or she does not expect to die in near future. Burke et al. (2010) perform a meta-analysis including 164 papers with 277 experiments to test the mortality salience hypothesis (i.e., an individual’s awareness that his or her death is inevitable) of the terror management theory. They find that the mortality salience hypothesis is robust and produces moderate to large effects. Choi et al. (2007) examine the impact of mortality salience on consumers’ behavior by using data from a survey of the U.S. adult population. People increase materialistic spending as the fear of becoming a victim of a terrorist attack increases. This fear might even result in overconsumption and a particular desire to consume (Mandel and Smeesters, 2008).

The possible positive and negative predicted effects mentioned above stem from a wide range of literature on the effect of terrorism on savings behavior. Theoretical explanations are ambiguous. The overall effect of terrorism on savings can thus not only be evaluated theoretically but remains an empirical question.

So far, the effect of terrorism on savings has only been empirically studied at the macro level. The impact of terrorism on aggregate savings and aggregate consumption is crucial as it affects investment and thus economic growth (Frey et al., 2007). Political stability is one of the factors that determine the investment level but also the composition of investments in an economy (Collier, 1999). Risky investments are more likely to be reduced than investments in machinery and equipment as political instability increases (Frey et al., 2007). Fielding (2003b) studies the effect of political instability on investment level and composition. Using quarterly data for Israel from 1988 to 1998, the author finds both the number of Israeli fatalities and the rate of growth of Jewish settlements to have a significantly negative impact on investment. According to Fielding (2003b), if the number of fatalities decreased to zero, construction investment would rise by 27.9% while machinery and equipment investment would rise by 14.6% in the steady state. The differing magnitude of the two effects shows that composition of investment is influenced by political instability. Effects for the political instability indicator rate of growth of Jewish settlements are identical in sign but smaller.

Personal threats, especially those posing a physical danger, are likely to be very affectively arousing and to elicit fear to a greater degree than more remote threats to the nation (Huddy et al., 2002). As a result, different savings responses can be expected for both personal and national threat. Although the general effects of terrorism or insecurity are well-known, there have been only two attempts to distinguish between the differing effects of personal and national threat (Asbrock and Fritsche, 2013; Huddy et al., 2002). Thus, the role of terrorist threat might not have been fully captured in prior studies.
3 Hypothesis Development

The purpose of this study is to analyze the effect of terrorism, in particular perceived personal and national threat, on household savings choices. We base our approach on Huddy et al. (2002a) and Asbrock and Fritsche (2013), who differentiate between personal and national threats in order to better understand each one’s contribution to threat-related responses.\(^7\) In particular, we aim to clarify the roles of personal and collective elements in terrorist threat for household savings responses. As prior research mostly focused on explaining the effects of one type of terrorist threat, we argue that the role of terrorist threat might not have been fully captured.

As perceived personal and national threat are distinct but related (Huddy et al., 2002a), we involve both types of threat in our analyses. “Personal threats – especially threats that pose a physical danger – are likely to be very affectively arousing and to elicit fear to a greater degree than more remote threats to the nation” (Huddy et al., 2002a, p. 486).\(^8\) Research on threats that have a potential for physical harm, like crime and natural disasters, shows that personal threat and fear result in changes in personal behavior to minimize risk exposure (e.g., Warr, 1990; Sattler et al., 2000). As a result, different savings responses can be expected for perceived personal and national threat. We posit the following null hypothesis:

\[ \text{H0 The effect of perceived personal threat on savings is significantly different from perceived national threat due to terrorism.} \]

![Diagram of predicted effects of terrorism on savings derived from the literature](image)

Figure 1: Predicted effects of terrorism on savings derived from the literature
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7 Although the general effects of terrorism or insecurity are well-known, there have been few attempts to distinguish between the differing effects of personal and national threat. Thus, it is not clear whether an effect identified in literature is a response to perceptions of personal or collective threat. While Asbrock and Fritsche (2013) investigate authoritarian reactions of Germans to terrorist threat, Huddy et al. (2002a) study the perceived risk of terrorism in the U.S. after 9/11.

8 Personal threats are more likely than collective threats to elicit fear, anxiety and somatic symptoms like depression and insomnia (Huddy et al., 2002b).
We base our hypotheses on the predicted effects illustrated in Figure 1, which stem from a wide range of literature presented in Section 2. The sign of the overall effect of terrorism on savings is a priori ambiguous. It is unclear whether the effect of terror, both personal and national insecurity, on savings is positive or negative. Both directions are possible depending on which of the opposing effects prevails for personal and national threat, respectively.

We derive four possible paths through which terror can influence savings decisions. Perceived national threat can either cause an increase or a decline in the level of savings. Following Fielding (2003a), political instability in a state either decreases savings due to lower expected returns or increases saving due to a precautionary saving motive. Both a positive and a negative correlation between risk and savings are consistent with a utility-maximizing representative agent (see, e.g., Levhari and Srinivasan, 1969). On the one hand, national insecurity due to terrorism can increase the perceived risk in future outcomes leading to precautionary savings. On the other hand, expected future outcomes may decrease in the aftermath of terrorism. Thus, returns on savings become more uncertain, which lowers individuals’ incentive to save. This is summarized in H1a and H1b:

\[ H1a \text{ Terrorism in the form of perceived national threat increases precautionary savings through increased expected risk in future outcomes.} \]

\[ H1b \text{ Terrorism in the form of perceived national threat decreases return on savings through decreased expected future outcomes.} \]

Regarding perceived personal threat, the desire to provide for a longer life together with the desire for more certainty by consuming now pull in opposite directions (Levhari and Mirman, 1977). If people avoid public places, such as cafés and restaurants, in the aftermath of terrorist events, the impact of terrorism on savings is positive through lower levels of consumption. In contrast, perceived mortality risk is expected to rise when people are confronted with terrorism. Higher mortality increases consumption through two channels. First, consumption today is preferred to consumption in the future as the value of the future relative to the present lowers. Second, TMT refers to consumption as a coping strategy facing existential fears. Both theories explain a decline in savings through higher levels of consumption. Thus, we propose the following hypotheses:

\[ H2a \text{ Terrorism in the form of perceived personal threat increases consumption through increased mortality risk.} \]

\[ H2b \text{ Terrorism in the form of perceived personal threat decreases consumption through avoidance of public places.} \]

Consequently, our hypotheses refer to the partial effects for perceived personal and national insecurity derived from the literature. However, it is unclear which of the predicted effects prevails for both forms of threat. The overall effect of terrorism on savings can thus not only be evaluated theoretically but remains an empirical question.
We assume the decision maker to be emotional in a first step. Terrorism elicits fear such that subjective beliefs about danger deviate from objective risk assessment (Becker and Rubinstein, 2011). Behavioral explanations including bounded rationality address disproportionate responses to terrorism. In a second step, the decision maker is likely to be rational when it comes to savings choices in the context of national threat, in particular precautionary savings and return on savings. Regarding the precautionary saving motive, Kimball (1990) refers to a rational agent who maximizes expected utility. However, this is only the case if forecasts about future outcomes are based on rationality. Collective threat thus consists of an emotional assessment of terrorist risk and a rational decision in the year following the attacks based on this biased risk assessment. For personal threat, people are likely to involve emotions regarding perceived mortality risk. The share of fatalities in public places depends on total fatalities and points at expectations about possible future terrorist attacks, in particular in public places. Therefore, emotions also play a role.

4 Data and Variables

4.1 Data

Our empirical analysis is based on a rich unbalanced panel dataset with observations on 14 countries from 2004 to 2015, which brings together information from the SHARE database and the GTD for terrorist events. Data on economic indicators is provided by the World Bank and Thomson Reuters Datastream. Economic indicators on the country level are incorporated to control for country characteristics that change over time. Moreover, we use average household size from the OECD to construct the denominator of our dependent variable. SHARE is a multidisciplinary and international panel dataset that includes data on the elderly population aged 50 and over. It is published by the Munich Institute for the Economics of Ageing, a department of the Max Planck Institute for Social Law and Social Policy, and provides information on more than 120,000 individuals from 20 European countries and Israel. Data is collected in six waves from 2004 to 2015 using a computer-assisted personal interviewing program. The SHARE dataset includes microeconomic data on three main research areas, namely economics, sociology and health (Börsch-Supan et al., 2005). Spouses and partners of persons aged 50 and above living in the same household are also interviewed regardless of their age. We include information about household members to account for
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9 the forecasts are based on expert judgement and model-based analyses, it is highly likely that people include rational aspects in their decision making processes. However, decision making may depend on biased risk assessments.


12 SHARE covers six waves. However, wave 3 is neglected due to its focus on life history data.
household information that is necessary to answer our research questions, such as net income or net worth. However, households in which all persons are younger than 50 are excluded. By focusing on the elderly population, this international panel dataset allows us to study demographics with the most voluminous savings decisions just before and after retirement (Börsch-SUPAN ET AL., 2005).

We merge the SHARE dataset with the GTD to add data on terrorist events, in particular on the number of deaths caused by terrorism and the number of terrorist attacks. The GTD is an open source database that relies on reports about terrorism from the print or electronic media, including government reporting. It involves information on more than 170,000 domestic and international terrorist attacks from 1970 to 2016. The GTD is maintained by the National Consortium for the Study of Terrorism and Responses to Terrorism at the University of Maryland and has been used in a number of recent studies on terrorism (e.g., ARGOMANIZ AND VIDAL-DIEZ, 2015; HUBER ET AL., 2017). It is seen as the most comprehensive source of data on terrorism today and its coding techniques and overall reliability make it one of the most utilized databases in the field (LAFREE AND DUGAN, 2007; LAFREE, 2010; ARGOMANIZ AND VIDAL-DIEZ, 2015). The merged data comprise of 56,540 native households and 136,265 observations from 13 European countries and Israel ranging from 2004 to 2015. We exclude countries for which we only have information at one point in time or for which only one or none of the datasets provides relevant information. On average, each household generates 2.1 data points in our sample.

<table>
<thead>
<tr>
<th>Country</th>
<th>Wave</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estonia</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2013</td>
<td>2015</td>
<td></td>
</tr>
<tr>
<td>Portugal</td>
<td>-</td>
<td>-</td>
<td>2011</td>
<td>-</td>
<td>2015</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Countries and years for which information is available in SHARE

13 In order to make variables, e.g. household net income or household net worth, comparable among countries, we use the appropriate average exchange rates for each year between 2004 and 2015 to reflect Euro values.

14 The GTD is periodically updated and revised so that data contents may vary depending on the access date. We downloaded data in June 2017. See LAFREE AND DUGAN (2007) and LAFREE (2010) for more information on the GTD.

15 Note that we focus on the year in which the interview took place.
Table 1 provides an overview of countries and the respective years for which information is available in the SHARE dataset. Since the GTD provides terror information in all years from 1970 to 2016, we focus on the years for which data is provided by the SHARE. The latter gives information for at most five years from 2004 to 2015.

### 4.2 Terror Variables

The GTD defines a terrorist attack as “the threatened or actual use of illegal force and violence by a non-state actor to attain a political, economic, religious, or social goal through fear, coercion, or intimidation” (LaFree and Dugan, 2007, p. 184).\(^\text{16}\) It includes assassinations, airplane hijackings, kidnappings, barricade incidents, bombings, armed and unarmed assaults as well as facility or infrastructure attacks. In order to analyze the effect of terrorism on savings, we use the number of persons killed besides terrorists\(^\text{17}\) (#Killed) and the number of attacks (#Attacks) in a given year and country as lagged independent variables. By using one-year-lagged variables, we rule out a correlated, contemporaneous response across countries to new information. To make the effects of the terror variables easily comparable in our regression analyses, we normalize both the number of attacks and the number of fatalities by their respective standard deviations.

We use information about fatalities in one’s country as proxy for personal threat, while national threat is based on preceding terrorist events in one’s country. We measure perceived personal threat with the number of fatalities due to terrorism in a given country and year, excluding all perpetrators of the attacks. When people perceive themselves to be in real danger due to fatalities, there likely will be an increase in subjective probability of additional attacks that might lead to death. Thus, the perceived severity of the attack may depend on whether people die in a terrorist incident or not. Perceived national threat, in contrast, describes the terror situation in a country. Terrorist attacks in general pose major shocks for a nation and the environment in which an individual lives.

We base our choice of variables on Huddy et al. (2002a) and Asbrock and Fritsche (2013). Both studies differentiate between perceived personal and national threat. Huddy et al. (2002a) measure personal threat due to terrorism by asking how concerned respondents personally are about themselves or a family member being the victim of a future terrorist attack in the U.S. National threat refers to the question how concerned respondents are that there will be another major terrorist attack on U.S. soil in the near future. Similarly, Asbrock and Fritsche (2013) refer to a German citizen that can either anticipate becoming a victim of terrorism on the

\(^{16}\) However, there is no widely accepted definition for terrorism. Different agencies or departments of the same government often even use different definitions, as is the case in the U.S. (Hoffman, 2006).

\(^{17}\) The number of total confirmed fatalities for the incident includes all victims and attackers who died as a direct result of the incident. We exclude all terrorists from this number to only account for victims that unintentionally become part of the attack.
personal level or anticipate that a terrorist incident strikes Germany without direct personal involvement on the collective level.

In Figures 2 and 3, the distributions for the two variables are displayed.

![Figure 2: Distribution of the variable number of fatalities per country and year](image)

We can see that the variable number of terrorist attacks lies between zero and 293, while approximately 38% of all households did not face terrorism within national borders in the year preceding the survey wave. This leaves us with approximately 62% of household-year observations confronted with terrorism.

![Figure 3: Distribution of the variable number of attacks per country and year](image)

Furthermore, significant terrorist events with a large number of deaths are only rarely observed in the dataset. This shows that the two terror variables are substantially different in their definition of terrorism. People are less often confronted with a deathly attack than with an attack per se, which implies a difference in the level of escalation of violence.\(^{18}\) Fatalities are

---

\(^{18}\) Note that a terrorist act is not always accompanied by fatalities.
rarer than acts of terrorism per se and thus may lead to an emotionally motivated, different reaction to the outbreak of terror.

The impact of terrorism on savings is likely to differ depending on whether uncertainty in the environment or personal uncertainty is considered. Potential differences in the results could also be driven by the differing intensity of terrorism. As personal threat is more likely than national threat to elicit fear (see Huddy et al., 2002a), we expect number of fatalities to have a larger influence on an individual’s perception of risk and thus on his or her savings pattern. Media coverage of terrorism increases fear and perception of the possibility of future attacks (Mandel, 2005), which may be higher for terrorist attacks that are accompanied by fatalities (Rohner and Frey, 2007).

4.3 Savings Variable

A wide range of studies uses household net worth to account for the level of savings (e.g., Guiso et al., 1992; Carroll and Samwick, 1997; De Nardi et al., 2009; Chen, 2013). In particular, Chen (2013) defines a savings ratio that equals household net worth divided by average national disposable income. Accounting for average net disposable income in a country enables a comparison of net worth across households living in different countries. While Chen (2013) uses net disposable income as denominator, we divide household net worth by average GDP per household since OECD data on Israelis’ net disposable income for all relevant years is not available. Thus, the dependent variable is defined by

$$y = \frac{HHNetWorth_{it}}{GDPPerHousehold_{ct}}$$

[1]

$HHNetWorth_{it}$ is the estimated value of a household $i$’s net worth in year $t$. The variable is based on the SHARE definition of household net worth. It includes all real assets (i.e., value of homes, businesses and cars) plus gross financial assets (i.e., sum of bank accounts, corporate and government bonds, stocks and mutual funds and savings for long-term investments) minus any financial liabilities. Savings for long-term investments involve the sum of household
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19 However, there is also evidence for people’s judgments of personal risk and their avoidance behaviors being relatively uninfluenced by media reports in the case of crime (Tyler, 1984).

20 We refer to past savings behavior determined by accumulated wealth. Savings and wealth are linked through the intertemporal budget constraint (Guiso et al., 1992). Thus, the impact of terrorism on saving or net worth should be equivalent. However, differences in net worth may vary from saving flows due to capital gains. While saving is the difference between disposable income and consumption, net worth refers to the aggregation of a household’s worth (Guiso et al., 1992). In order to make sure that capital gains do not drive changes in the level of savings, we control for the one-year lagged interest rate and stock market performance on the country level.

21 Alternatively, a representative sample in the SHARE dataset is needed to derive the average net income. Yet, by focusing on the elderly population, the dataset may not be sufficient to calculate representative averages. Younas (2015), for instance, also uses the savings-to-GDP ratio. However, in contrast to our dependent variable, both variables are provided on the country level.

22 As the SHARE suffers from the problem of item non-response (e.g., due to the length of the questionnaire), it provides imputed values for the aggregate household variables $HHNetWorth$ and $GDPPerHousehold$. 

---
retirement accounts, contractual savings\textsuperscript{23} and life insurance holdings\textsuperscript{24}. We divide household net worth by national GDP per household to make net worth comparable across households living in different countries. This allows us to account for the average productivity of households.

\( \text{GDPPerHousehold}_{c,t} \) is GDP per household for country \( c \) in year \( t \). It equals GDP per capita multiplied by the average household size in 2015 for a given country and year. Following Chen (2013), we allow for zero net worth as well as negative values by applying the inverse hyperbolic-sine transformation

\[
IHS(y) = \log\left(y + (y^2 + 1)^{\frac{1}{2}}\right).
\]  

[2]

This ensures that the regressions are not driven by outliers (Chen, 2013). Except for small values of \( y \), this transformation approximately equals \( \log(2y) \) or \( \log(2) + \log(y) \). Coefficients therefore can be interpreted in exactly the same way as with a standard logarithmic transformation (Chen, 2013).

Figure 4 shows the distribution of the dependent variable described above with the majority of observations lying between 0 and 4.

\hspace{1cm} Figure 4: Distribution of the dependent variable

HHIncome (i.e., household net income). It contains imputations only for a subset of aggregated variables, but not for their specific components.

\textsuperscript{23} Contractual savings refer to savings in the form of regular payments into long-term investments (e.g., pension schemes).

\textsuperscript{24} The SHARE differentiates between term and whole life policies and in savings for long-term investments only includes whole life policies. Following SHARE’s definition of savings for long-term investments, term life insurance products thus are not included in the variable household net worth. Respondents are asked to name the face value of the whole life policies owned by themselves and their husband, wife or partner. According to the interviewer instruction to the SHARE questionnaire, term life insurance provides coverage for a fixed period of time and pays a predetermined amount only if the policyholder dies within this period. On the other hand, whole life insurance (i.e., endowment insurance) has a savings component that increases in value over time and can be paid back in many installments over time or all at once.
4.4 Hypothesis Variables

In the following, we introduce the variables that are intended to test our hypotheses introduced in Section 4.3. The opposing effects of national perceived insecurity are tested by using data on the country level. In order to capture national expected future outcomes and risk of future outcomes, we plan to incorporate the stock price index and its volatility, respectively. Regarding the stock market, return and volatility forecasts of investors are likely to be higher after 9/11 (Glaser and Weber, 2005). Investors’ volatility forecasts are expected to be higher after 9/11 because of rational anticipation of an increased uncertainty in the economy (Glaser and Weber, 2005). As we do not have information about individual forecasting on the country level, we use forecasts that assess the economic climate in the world economy and in specific countries using the stock price index.

The contrary effects described for personal perceived threat refer to avoidance of public places and perceived mortality risk. We measure the avoidance of public places by incorporating GTD information on those fatalities that fall victim to an attack in a public place. The higher the number of people that die in public places, such as cafés and restaurants, the higher the likelihood that a person avoids activities that take place in public. We involve the share of private fatalities $Share_{Priv}^{ct}$ for country $c$ in year $t$ that is defined by the number of private fatalities $\# Private_{Killed}^{ct}$ divided by the number of fatalities $\# Killed^{ct}$ in the same year and country,

$$Share_{Priv}^{ct} = \frac{\# Private_{Killed}^{ct}}{\# Killed^{ct}}.$$ 

The share of private fatalities is constructed using all fatalities that refer to the target or victim types business, private citizens and property or tourists. The target or victim type in the GTD reflects the motive of the attack. The higher the number of people killed in public places, the higher the share of private fatalities. Business include any attack on a business or private citizens patronizing a business such as a restaurant, gas station, music store, bar, café etc. Private citizens and property involves attacks on individuals, the public in general or attacks in public areas including markets and pedestrian malls. The type tourists refers to attacks that clearly target tourists, including tour buses and tours. According to the GTD, tourists travel primarily for the purposes of amusement or leisure.

---

25 See Figure 1 for an overview of the hypothesis variables.
26 Glaser and Weber (2005) conduct a survey using internet questionnaires of German investors before and after 9/11. The authors find that return forecasts are significantly larger after the attacks. Actual returns are overestimated from the respective survey day until the end of 2001 by both groups. Volatility forecasts are in two out of four cases higher after 9/11 such that people overestimate historical volatilities. Before 9/11, historical volatilities are underestimated. Thus, investors are not always overconfident by underestimating the stock return variance (Glaser and Weber, 2005).
27 Note that attacks on the transportation system used by tourists are excluded.
We use SHARE data on subjective survival expectation forecasts to assess individuals’ perceived mortality risk.\textsuperscript{28} While life expectancy on the country level accounts for differences in life cycles among countries, subjective survival probabilities make savings choices comparable across households. In the aftermath of terrorism, people adjust their life cycle and hence their subjectively felt survival probability as uncertainty about life increases, leading to a decrease in optimal savings (Eckstein and Tsiddon, 2004). The SHARE survey contains subjective point forecasts of individuals’ survival probabilities in %. It asks individuals for the chance that they will live to age \(x\) or more, while \(x\) depends on the respondent’s current age.\textsuperscript{29} We use the minimal subjective survival probability of household members to receive a household value.\textsuperscript{30}

\textbf{4.5 Control Variables}

Besides our variables of interest, we control for a wide range of household and country characteristics that are potentially associated with savings choices and perceived threat of terrorism. Household characteristics that may change over time include household size, number of children, years of education, marital status, retirement, age, health and income.

Controlling for marital status and household size is necessary because income and net worth are reported as household-level aggregates (Post and Hanewald, 2013). Therefore, individuals living in a relationship appear wealthier because both parties contribute to these combined wealth amounts. We add the number of children because it is expected to have an impact on saving behavior and perceived threat.

We further include household net income since aggregate private sector consumption is found to depend significantly on income (Fielding, 2003a). Increased income alters an individual’s budget that limits consumption and savings. Besides income, health and age are likely to have an impact on savings decisions. Permanent income, age and health are crucial when it comes to medical expenditures that, in turn, influence savings of the elderly (De Nardi et al., 2009; De Nardi et al., 2010). Permanent income and health positively affect life expectancy, which results in differences in saving behavior (De Nardi et al., 2009). As the SHARE dataset does

\textsuperscript{28} The forecast dispersion in subjective survival estimates is positively related to the objective longevity risk, which shows that people are to some extent aware of longevity risk (Post and Hanewald, 2013). However, this positive relationship is expected to result from disagreement effects between individuals and not from an actual awareness of the uncertainty (Post and Hanewald, 2013).

\textsuperscript{29} For instance, \(x\) is 75 if the respondent is 65 or younger and 80 if the respondent’s age lies between 65 and 69. The older the respondent’s current age, the higher the hypothetical survival age \(x\). The maximal difference between current age and the potential survival age \(x\) is 15 years if respondents are older than 65 and the minimal difference is 6 years.

\textsuperscript{30} As household health, for instance, is based on the worst health situation of household members, we use the survival probability of the person with the worst forecast (i.e., the minimum). The average could also be used to include information on all household members.
not provide information on medical expenditures or life expectancy, we account for age, health and income to capture these variables indirectly.

Furthermore, changes in consumption and savings may be observed for persons that get retired. As life changes with retirement, the saving and consumption behavior has to be reconsidered. People have more time to consume and to spend money on leisure activities, while income adjusts. We account for age and age squared because we expect the influence of age on savings to be nonlinear. As people get older, they are likely to increase their level of savings because more income is available. As soon as a particular age is achieved (e.g., the retirement age), however, they rather dissave. The elderly population tends to be far more risk averse than the younger generation, which makes this generation sensitive to terrorist events (see Halek and Eisenhauer, 2001). Differences in perceived threat of terrorism according to age are likely. Years of education are incorporated in the analysis because education is likely to have an influence on an individual’s knowledge about investment possibilities and thus on where to get the highest return on savings. Furthermore, education may help to assess terrorist threat more accurately.

The variables age, education, health and retirement are given on the individual level such that differences among household members are possible. As we focus on households, we have to find appropriate values for those variables. Other variables on the household level are unique since values are the same for all members. Following Chen (2013), we use the maximum value of all household members to receive \textit{HHAge} and \textit{HHEduc}. \textit{HHHealth} is a dummy variable that is 1 if at least one individual in the household self-perceives health worse than the median value. The dummy variable \textit{HHRetired} is 1 if at least one household member is retired. The latter variable accounts for households that include persons for which income may be lower due to retirement.

Furthermore, we include inflation measured by the consumer price index (CPI), annual GDP per capita growth, the unemployment rate as percentage of total labor force and life expectancy at birth. Changes in inflation alter the opportunity cost of holding money, which can influence the consumption level (see, e.g., Jovanovic and Ueda, 1997). Inflation is found to be associated with consumption and thus with savings (Fielding, 2003a). Furthermore, GDP per capita growth, the unemployment rate and life expectancy in a given country are likely to have an influence on household savings.

In addition, it could be possible that savings change due to capital gains rather than individual decision making. We consider these unintended changes in the level of savings mechanically.

\footnote{The dataset gives us justification for this assumption.}

\footnote{Respondents are asked to self-assess their health on a scale from 1 (i.e., excellent) to 5 (i.e., poor). The median value of self-perceived health is 3.}
driven by the stock market or the interest rate by including appropriate control variables. First, we involve the one-year lagged stock market performance. To account for changes in the stock prices, we take the one-year lagged MSCI total return indices on the country level provided by Thomson Reuters Datastream.\(^{33}\) Second, we incorporate the one-year lagged interest rate on three-month securities for each country.\(^{34}\)

### 4.6 Summary Statistics

Table 2 presents descriptive statistics for the variables used in our analyses. We report the dependent variable, its single components as well as the savings ratio without the inverse hyperbolic-sine transformation. The variable \(HHNetWorth\) exhibits strong variation. Some households even face negative net worth resulting from high amounts of financial liabilities. However, household net worth is on average positive with the majority of observations lying between 0 and 4.

Furthermore, the two terror variables number of fatalities and number of attacks within a state are presented. The variables are reported times their respective standard deviations.\(^{35}\) The variables differ in their mean value and in their respective standard deviations. The variable \#Attacks\) exhibits higher variation than \#Killed. Only some terrorist attacks are accompanied by fatalities. Based on our dataset, we observe at most 47 deaths per country and year, which is the case for Israel in 2004.\(^{36}\) While Germany and Spain face, on average, approximately 0.5 victims of terrorism per year, Israel is confronted with 29 fatalities. Hypothesis and control variables introduced in Sections 4.4 and 4.5 are further reported.

\(^{33}\) See https://financial.thomsonreuters.com/en/products/data-analytics/economic-data.html for details. The MSCI is maintained by MSCI Inc. including information on stocks from the respective country.

\(^{34}\) See https://data.oecd.org/interest/short-term-interest-rates.htm for details. Short-term interest rates are averages of daily rates, measured as a percentage. We use the lagged variable to account for the average interest rate for the whole year in which terror attacks are regarded.

\(^{35}\) Note that we normalize number of attacks and number of fatalities by their respective standard deviations to make the effects of the terror variables easily comparable in our analyses.

\(^{36}\) The 2004 value for Israel is part of the regression in 2005 because lagged terror variables are used.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IH ((\frac{\text{HHNetWorth}}{\text{GDPPerHousehold}}))</td>
<td>Inverse hyperbolic-sine transformation of household net worth over GDP per household in a given year</td>
<td>1.293</td>
<td>1.069</td>
<td>-4.012</td>
<td>6.814</td>
</tr>
<tr>
<td>HHNetWorth</td>
<td>Household net worth over GDP per household in a given year</td>
<td>3.170</td>
<td>5.800</td>
<td>-27.630</td>
<td>455.120</td>
</tr>
<tr>
<td>HHNetWorth</td>
<td>Household net worth in a given year (in Euros)</td>
<td>206,292.8</td>
<td>416,174</td>
<td>-1,819,678</td>
<td>3.57e+07</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#Attacks</td>
<td>Number of terrorist attacks in a given country and preceding year</td>
<td>7.719</td>
<td>21.381</td>
<td>0</td>
<td>293</td>
</tr>
<tr>
<td>#Killed</td>
<td>Number of fatalities in a given country and preceding year</td>
<td>0.736</td>
<td>3.442</td>
<td>0</td>
<td>47</td>
</tr>
<tr>
<td>Stock price index in a given country and year</td>
<td>ForecastExp</td>
<td>102.217</td>
<td>84.872</td>
<td>10.273</td>
<td>657.822</td>
</tr>
<tr>
<td>Volatility of stock price index in a given country and year (in %)</td>
<td>ForecastVol</td>
<td>18.887</td>
<td>5.774</td>
<td>8.927</td>
<td>42.413</td>
</tr>
<tr>
<td>Share of private fatalities in a given country and preceding year</td>
<td>SharePrivate</td>
<td>0.072</td>
<td>0.254</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Subjective survival probability of household in a given year (in %)</td>
<td>HHSurvival</td>
<td>56.982</td>
<td>29.893</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of oldest household member in a given year</td>
<td>HHAge</td>
<td>67.111</td>
<td>10.169</td>
<td>50</td>
<td>102</td>
</tr>
<tr>
<td>Squared age of oldest household member in a given year</td>
<td>HHAge_squared</td>
<td>4,607.336</td>
<td>1,408.46</td>
<td>2,500</td>
<td>10,404</td>
</tr>
<tr>
<td>Total household net income in a given year (in Euros)</td>
<td>HHIncome</td>
<td>26,716.19</td>
<td>54,465.23</td>
<td>0</td>
<td>1.00e+07</td>
</tr>
<tr>
<td>Household size in a given year</td>
<td>HHSize</td>
<td>2.032</td>
<td>0.993</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Number of children in household in a given year</td>
<td>HHNumChild</td>
<td>2.087</td>
<td>1.362</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>Average years of education in household in a given year (in years)</td>
<td>HHEdu</td>
<td>11.409</td>
<td>4.466</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>(1): individuals in household are married in a given year</td>
<td>HHMarried</td>
<td>0.613</td>
<td>0.487</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(1): at least one individual in household self-perceives health worse as median in a given year</td>
<td>HHHealth</td>
<td>0.429</td>
<td>0.495</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(1): at least one individual in household is retired in a given year</td>
<td>HHRetired</td>
<td>0.612</td>
<td>0.487</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Inflation measured by the CPI in a given country and year (in %)</td>
<td>Inflation</td>
<td>1.341</td>
<td>1.345</td>
<td>-1.74</td>
<td>4.98</td>
</tr>
<tr>
<td>GDP per capita growth in a given country and year (in %)</td>
<td>GDPGrowth</td>
<td>1.379</td>
<td>1.906</td>
<td>-2.86</td>
<td>7.92</td>
</tr>
<tr>
<td>Natural logarithm of GDP per household in a given country and year</td>
<td>lnGDPPerHousehold</td>
<td>11.042</td>
<td>0.380</td>
<td>10.098</td>
<td>11.752</td>
</tr>
<tr>
<td>Unemployment rate in a given country and year (% of total labor force)</td>
<td>UnempRate</td>
<td>8.960</td>
<td>5.061</td>
<td>3.65</td>
<td>26.09</td>
</tr>
<tr>
<td>Life expectancy at birth in a given country and year (in years)</td>
<td>LifeExp</td>
<td>80.573</td>
<td>1.889</td>
<td>75.43</td>
<td>83.49</td>
</tr>
<tr>
<td>MSCI total return index in a given country and preceding year</td>
<td>MSCI</td>
<td>5,742.997</td>
<td>8,161.31</td>
<td>271.254</td>
<td>40,645.72</td>
</tr>
<tr>
<td>Interest rate on 3 month securities in a given country and preceding year (in %)</td>
<td>Interest</td>
<td>1.119</td>
<td>1.030</td>
<td>0.01</td>
<td>5.93</td>
</tr>
</tbody>
</table>

Table 2: Summary statistics (time period: 2004-2015)
5 Methodology and Regression Results

We perform an empirical investigation of the microeconomic consequences of terrorism using ordinary least squares (OLS) regressions. The Hausman test gives justification for using a fixed effects approach. We include household fixed effects to control for observable and unobservable household characteristics that are fixed over time. Year dummies account for potential time-specific, aggregate trends that affect all relevant countries over time (e.g., the financial crisis in 2008). Not considering year-specific effects may lead to significantly distorted results. In addition, we add lagged terror variables because households’ responses to terrorist attacks might even emerge with some delay. Temporal precedence makes sure that terrorism causes changes in savings behavior (see Cohen et al., 2003).\textsuperscript{37}

Since we only incorporate information on native households living in the same country over all sample years, we do not include country fixed effects. The household fixed effects also control for time-invariant country characteristics and given differences among countries. For instance, as people have no control about the state-given retirement system, household fixed effects also account for differences in retirement systems. Furthermore, differences among countries regarding their political situations are captured. We control for several household and state characteristics, summarized by $X_{i,t}, X_{c,t}$ and $X_{c,t-1}$.\textsuperscript{38} To account for potential within-country error correlation, we use clustered standard errors on the country level.\textsuperscript{39}

In order to evaluate the overall effect of terrorism on household saving behavior, we run OLS regressions. First, we include the number of attacks and number of fatalities separately,

\begin{equation}
IHS\left(\frac{HHNetWorth_{i,t}}{GDPPPerHousehold_{c,t}}\right) = \beta_0 + \beta_1 \times \#Attacks_{c,t-1} + \beta_2 \times X_{i,t} + \beta_3 \times X_{c,t} + \beta_4 \times X_{c,t-1} + \alpha_i + \delta_t + \epsilon_{i,t} \tag{[4]}
\end{equation}

\begin{equation}
IHS\left(\frac{HHNetWorth_{i,t}}{GDPPPerHousehold_{c,t}}\right) = \beta_0 + \beta_1 \times \#Killed_{c,t-1} + \beta_2 \times X_{i,t} + \beta_3 \times X_{c,t} + \beta_4 \times X_{c,t-1} + \alpha_i + \delta_t + \epsilon_{i,t} \tag{[5]}
\end{equation}

with $i \in \{1,2,3,...,N\}$ and $t \in \{1,2,3,...,T\}$ where $N$ is the number of households and $T$ is the number of years.

\textsuperscript{37} Note that we assume terrorist attacks to increase the threat of terror exogenously. Following previous research, preceding attacks are likely to reflect expectations about possible future terrorist attacks (e.g., Eckstein and Tsiddon, 2004). Perceived terrorist threat, however, depends on the handling with threat and household characteristics for which we control.

\textsuperscript{38} $X_{c,t-1}$ refers to the one-year lagged variables for stock market performance and interest rate.

\textsuperscript{39} It can be expected that households living in the same country also share unobservable characteristics, which lead to correlated error terms (Moulton, 1990). Observations might be related with each other within countries but not across countries. Following Wooldridge (2015), we cluster at the highest level of aggregation. Thus, we cluster at the country level and use fixed effects at the household level.
As personal and national threat are distinct but related (Huddy et al., 2002a), we expect the two terror variables to be correlated with each other. Therefore, we include both variables in a third regression model to avoid any omitted variable bias,

\[ IHS\left( \frac{HHNetWorth_{it}}{GDPerHousehold_{it}} \right) = \beta_0 + \beta_1 \times \#Attacks_{ct-1} + \beta_2 \times \#Killed_{ct-1} + \beta_3 \times X_{it} + \beta_4 \times X_{et} + \beta_5 \times X_{et-1} + \alpha_i + \delta_t + \epsilon_{it}. \]  

The coefficient \( \beta_1 \) (\( \beta_2 \)) of this log-linear model can be interpreted in the following manner: Increasing the number of attacks (fatalities) by one standard deviation changes the savings rate by \( \beta_1 \) (\( \beta_2 \)) \* 100 \%, ceteris paribus.

Psychological theories often hypothesize that a relationship between two variables depends on a third variable, referred to as mediator or moderator (Baron and Kenny, 1986). While mediators are used as control variables in order to capture the indirect effect, moderators are characterized statistically in terms of interactions (see Pearl, 2012b). As we expect the effects of \#Attacks and \#Killed to be strengthened or weakened by the hypothesis variables introduced in Section 4.4, we perform Equations 4 and 5 including the respective interaction terms for both types of threat as well as the single hypothesis variables. We receive the following two regression models,

\[ IHS\left( \frac{HHNetWorth_{it}}{GDPerHousehold_{it}} \right) = \beta_0 + \beta_1 \times \#Attacks_{ct-1} + \beta_2 \times ForecastExp_{ct} + \beta_3 \times \#Attacks_{ct-1} \]  

\[ ForecastExp_{ct} = \beta_4 \times ForecastVol_{ct} + \beta_5 \times \#Attacks_{ct-1} \]  

\[ X_{ct} + \beta_6 \times X_{et} + \beta_7 \times X_{et-1} + \alpha_i + \delta_t + \epsilon_{it}. \]  

\[ IHS\left( \frac{HHNetWorth_{it}}{GDPerHousehold_{it}} \right) = \beta_0 + \beta_1 \times \#Killed_{ct-1} + \beta_2 \times SharePrivate_{ct-1} + \beta_3 \times \#Killed_{ct-1} \]  

\[ SharePrivate_{ct-1} = \beta_4 \times HHSurvival_{et} + \beta_5 \times \#Killed_{ct-1} \times HHSurvival_{et} + \beta_6 \times X_{et} + \beta_7 \times X_{et-1} + \alpha_i + \delta_t + \epsilon_{it}. \]  

For forecasts, we use information in year \( t \) because relevant forecasts take some time being based on preceding terror information. In the aftermath of terrorist attacks, people reflect about their lives and reconsider risk and savings choices accordingly. As expert forecasting measures individuals’ assessment of future outcomes, we account for a time lag between terrorist attacks and forecasts. Regarding subjective survival probabilities, we also involve data the year following the attacks. This makes sure that all terrorist events in prior year could at least have the potential to influence perceived mortality. In contrast, the share of private fatalities is incorporated as lagged variable. Both private and total fatalities should refer to the same year because they are directly connected. This makes sure that avoidant behavior due to terrorism in public places gradually changes consumption and thus savings.

---

40 The correlation between the two terror variables number of fatalities and number of attacks is 0.61.

41 The effect of \#Killed can be strengthened by SharePrivate through the interaction term.
By including interactions of terror variables and the respective hypothesis variables as well as the single hypothesis variables, we receive the following regression model,

\[
\begin{align*}
IHS(HHNet\text{Normalized}_{it}) &= \beta_0 + \beta_1 \cdot \#Attacks_{ct-1} + \beta_2 \cdot \text{ForecastExp}_{ct} + \beta_3 \cdot \#Attacks_{ct-1} \cdot \text{ForecastExp}_{ct} + \beta_4 \cdot \text{ForecastVol}_{ct} + \beta_5 \cdot \#Attacks_{ct-1} \cdot \text{ForecastVol}_{ct} + \beta_6 \cdot \#Killed_{ct-1} + \beta_7 \cdot \text{SharePrivate}_{ct-1} + \beta_8 \cdot \#Killed_{ct-1} \cdot \text{SharePrivate}_{ct-1} + \beta_9 \cdot \text{HHSurvival}_{it} + \beta_{10} \cdot \#Killed_{ct-1} \cdot \text{HHSurvival}_{it} + \beta_{11} \cdot X_{it} + \beta_{12} \cdot X_{ct} + \beta_{13} \cdot X_{ct-1} + \alpha_i + \delta_t + \epsilon_{it}.
\end{align*}
\]

Equation 9 is the focus of our analysis. It helps to disentangle the overall effect of terrorism on savings by considering relevant interactions.\(^{42}\) We test our hypotheses presented in Section 3 by determining whether the respective interaction terms are significantly different from zero.

If we reject the null hypothesis \(H_0: \beta_j = 0\) for \(j = 3,5,8,10\) at the 5% significance level, the respective hypothesis H1a, H1b, H2a or H2b can be confirmed. For instance, the role of \(HHSurvival\) as a moderating variable is accomplished by evaluating the coefficient \(\beta_{10}\). If this interaction term is positive, the effect of terrorism on savings is expected to be weakened by an increase in perceived mortality risk, which supports hypothesis H2b.\(^{43}\)

As Equation 9 involves interaction terms, it does not allow us to directly investigate differences in the savings reactions to personal and national threat. Thus, the Wald test, that examines the equality of two coefficients, cannot be conducted without bias. When interactions are involved, one coefficient alone is no longer sufficient to identify the effect of personal and national threat on savings, respectively. Equation 6 enables us to test for the equality of coefficients \((H_0: \beta_1 = \beta_2)\). A comparison of coefficients of both forms of threat, however, can only be made by neglecting interactions, which may also lead to biases. As personal threat is more likely to elicit fear than national threat, it is expected to have a larger influence on risk perception and thus on savings. Our analysis could at least improve understanding of this prediction.

The current study aims at both evaluating the overall effect of terrorism on savings and disentangling the involved partial effects empirically. Equation 6 gives a first hint on the overall effects by showing which of the predicted effects may prevail for both forms of perceived threat. However, more work is required to decompose the effect of terrorism on savings into components attributable to the hypothesis variables.

Tables 3 and 4 summarize the results for equation 6. In the models 1-3 in Table 3, we take a look at the effect of terrorist attacks on savings for all 13 European countries and Israel. In the models 4-6, Israel is excluded from the analysis since Israel may be structurally different from

\(^{42}\) However, this does not allow us to directly identify the moderating effects.

\(^{43}\) A higher subjective survival probability implies a lower perceived mortality risk. Note that the coefficient \(\beta_0\) indicates the effect of subjective survival probability on savings, holding the level of terrorism and other variables constant.
the rest, implying a (potential) effect within the data. The experience of terrorism in Israel is substantially different from that in other Western countries because Israelis are constantly confronted with the fear of becoming a victim of a terrorist attack (Herzenstein et al., 2015). To make sure that the results are not solely driven by Israeli households, we neglect households in Israel facing a sample of 55,566 households and 133,865 observations.

Table 3: Regression results

As can be seen from Table 3, the effect of number of deaths caused by terrorism on the savings rate in all 13 European countries and Israel is positive and significant at the 1% level. Increasing the number of victims by one standard deviation increases the savings rate by 5.6%. When Israel is excluded from the regression, this effect persists. The effect of number of terrorist attacks on savings, however, is negative and significant. Increasing the number of attacks by one standard deviation thus decreases the savings rate by 2.5%. When both terror variables are included in the regression, excluding Israel from the sample does not change the effect in sign. Both findings demonstrate that the identified effects are not solely driven by the surveyed Israeli households. Excluding households that are constantly reminded of the possibility of becoming a terror victim thus does not significantly change the results. The negative effect of number of attacks on savings is nearly double if Israel is excluded from the sample implying that the influence of a terrorist attack on Israeli households is larger (i.e., less negative) than for European households. A possible explanation for this finding could be that Israelis are used to violence being confronted with terror in everyday life. This situation may lead to a lower absolute size of the coefficient for Israel compared with the 13 European countries. However, the coefficient of number of fatalities does only marginally change when Israel is excluded from the sample. This shows that, as soon as people die in the home country, households in Europe and Israel may react to terrorism similarly. Risk perception may vary
between both hypothesis variables and thus lead to different savings reactions in the aftermath of a terrorist attack. When individuals perceive their control to be low (i.e., if people observe others dying in a terrorist attack in one’s own country), they react differently by, for example, consuming less and in turn increasing savings (Herzenstein et al., 2015). The impact of terrorism differs depending on whether uncertainty in the environment or personal uncertainty of surviving is considered. Individuals’ general desire for control through savings may increase when they are confronted with deaths compared with terror in general. Intensity of terrorism, however, does not seem to drive the differing results for number of attacks and number of fatalities.

Table 4 shows the results for model 3 in detail. As soon as year dummies are included in the regression, the signs for both number of attacks and number of fatalities change. This implies that not accounting for year-specific effects may lead to significantly distorted results.

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>All countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dep. variable: IHS (HHS/World GDPPerHousehold)</td>
<td>(3.1)</td>
</tr>
<tr>
<td></td>
<td>(3.2)</td>
</tr>
<tr>
<td></td>
<td>(3.3)</td>
</tr>
<tr>
<td></td>
<td>(3.4)</td>
</tr>
<tr>
<td>Number of attacks (1 year lagged)</td>
<td>0.038***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
</tr>
<tr>
<td>Number of fatalities (1 year lagged)</td>
<td>-0.039***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
</tr>
<tr>
<td>Control variables</td>
<td>YES</td>
</tr>
<tr>
<td>Household fixed effects</td>
<td>NO</td>
</tr>
<tr>
<td>Year fixed effects</td>
<td>NO</td>
</tr>
<tr>
<td>Number of households</td>
<td>58,622</td>
</tr>
<tr>
<td>Number of observations</td>
<td>138,818</td>
</tr>
<tr>
<td>Adj. R-squared</td>
<td>0.774</td>
</tr>
</tbody>
</table>

Notes: Only individuals older than 50 are considered. Standard errors (in parentheses) are clustered at the country level. *** Significant at the 1% level. ** Significant at the 5% level. * Significant at the 10% level.

Table 4: Regression results for model 3

6 Conclusion and Outlook

Using microeconomic panel data of the elderly population from 13 European countries and Israel, this thesis analyzes the households’ savings effects of terrorism that are mostly driven by fear and subjective risk perception. People adjust their expectations about possible future events when being confronted with terrorism. Although the probability of terror is negligible, responses to terrorist attacks are found to be large and sometimes even lasting. However, the consequences of terrorism on savings have not been analyzed at the microeconomic level focusing on more than one country.
We differentiate between two risk variables – number of terrorist attacks and number of fatalities – to address the potentially different reactions in the aftermath of terrorism. Our preliminary results from equation 6 indicate that results are contrary for both forms of terrorist threat. While number of attacks measures the uncertainty in the environment, number of fatalities refers to a personal insecurity due to fear of death. We find that the effect of number of terrorist attacks on savings is negative. However, savings is positively influenced by number of fatalities due to terrorist attacks. Both effects are statistically significant and economically meaningful. A possible explanation for this pattern could be that individuals change their risk perception as soon as people die in a terrorist attack.

However, we also plan to run the other regressions that study the paths through which terrorism alters savings. Our empirical identification strategy presented in Section 5 allows us to disentangle the overall effect of perceived national and personal threat, respectively. Terrorism in the form of perceived national threat is expected to increase precautionary savings through increased expected risk in future outcomes, and to decrease return on savings through decreased expected future outcomes. We expect terrorism in the form of perceived personal threat to increase consumption through increased mortality risk. Consumption, in contrast, decreases through avoidance of public places. Overall, different saving responses can be expected for perceived personal and national threat because personal threats are likely to elicit fear to a higher degree than more remote threats to the collective.

This study contributes to prior literature by adding to the general literature on decision making under risk in financial markets and helping better understand the macroeconomic effects of terrorism on the economy through an empirical evaluation of the influence on a vital part of it. Furthermore, it improves our understanding of the savings decisions of an ageing society in which terrorism is part of life. As the elderly controls a large share of society’s resources, its economic decisions can significantly affect the relevant markets. Consequently, we help to improve governmental decision making on how many resources should be allocated to public security to deal with terrorism.

The next steps will be the extension of the proposed research methodology and a comprehensive discussion of the results. More work is required to decompose the effect of terrorism on savings into components attributable to the hypothesis variables. We intend to develop a more refined empirical framework to test the robustness of our results. Besides our main panel data regression, we will conduct several other analyses that help to ensure the reliability of our findings. For instance, political instability will be incorporated in the regression to test the robustness of the impact of perceived national threat on savings. An MTurk experiment shall provide evidence for the relationship between fatalities and personal threat as well as between terrorist attacks and national threat. We plan to define the lagged terror variables as attacks or fatalities that occurred exactly one year prior to the SHARE
interview day. Further lagged terror variables shall capture medium-term effects as we expect a longer interval of influence. Additionally, a control variable that accounts for governmental expenditures for security shall enrich our analysis. Furthermore, we plan to conduct sub-analyses that concentrate on the impact of terrorism on single elements of household net worth. This will enable us to identify in more detail the savings components that are mostly driven by terrorism.
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